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Water, energy, Carbon & Machine Learning
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Machine  learning has been 
widely applied to water, energy 
and carbon cycle.

Soil  water is an important 
component of the water cycle of 
the Earth System

Soil moisture

 drought

Machine learning (ML., deep learning, DL)
a powerful tool to predict water cycle.

In predicting soil moisture, machine learning 
has achieved an RMSE below  4%, according to 
various studies (1.4%~4%)[1-3].

Process-based model
Zhuo et al (2019) evaluate three land surface 
models: WRF-Noah, Noah-MP, CLM4
RMSE ranges from 6%~14%[4]

[1] Fang, Kuai; Shen, Chaopeng; et al., 2017. Geophysical Research 
Letters, 44(21), 11,030–11,039.
[2] Zhang et al., 2023. Remote Sensing 15(2):366
[3] Li et al., 2023. Advances in Atmospheric Sciences, in press
[4] Zhuo, L, et al. 2019, Hydrol. Earth Syst. Sci., 23, 4199–4218
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Li et al., 2023



Blackbox Nature of Machine learning
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We understand the algorithms, but we 
do not understand how the model 
arrives at a particular decision or 
prediction

Effect
Users

• Difficulty in Trust and Adoption
•Users hesitate to trust and adopt ML models

• Challenges in Model Validation
•uncertainties about the model's generalizability and 
robustness

ML Modelers
• Model Troubleshooting and Improvement
• Potential for Bias and Unfairness

•difficult to identify and correct biases in training data

Domain Experts
• Communication with Domain Experts

•limit the model's utility and the integration of expert 
knowledge

Lack of Transparency

Solution:   Explainable AI (XAI)
• More transparent ML model

•e.g.  Decision tree; White-box Transformer (Ma et al., 2023): Physical 
informed machine learning

• Methods to explain the decisions of ML
•e.g.  Feature importance, SHapley Additive exPlanations (SHAP)



XAI- Perturbation-based method
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Permutation feature importance (PI)

Basic idea: 
assess the impact of each feature on
model performance by randomly alte
ring the feature values across the dat
aset and observing the resultant cha
nges in accuracy or performance. 

SHapley Additive exPlanations (SHAP)

Basic idea:  It connects optimal credit 
allocation with local explanations 
using the classic Shapley values from 
game theory and their related 
extensions coalitions

local linear regression

Model-agnostic: any model



XAI-Gradient-based methods
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Model-specific: neural networks

The smooth gradient (SG) method works as follows: first, some random 

noise is added to the input image, second, the pixel attribution is obtained 

by a saliency map of the noisy image, and third, the heatmap is averaged 

over multiple noisy images. 

where x is the input in a neighborhood, n is the number of samples,  

χ is Gaussian noise with a standard deviation



Synergistic application of XAI methods
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XAI

Feature importance

Feature effect

Pixel importance

Permutation importance 

Tree-based importance 

SHapley Additive 

exPlanations (SHAP)

Local Interpretable 

Model-Agnostic  

explanation (LIME)

global

perturbation

local

perturbation

Individual Conditional 

Expectation (ICE)

Partial Dependence 

Plot(ICE)

Accumulated Local 

Effect (ALE)

Smooth Gradient (SG) 

Three forms of interpretation

Importance

plot

feature vs Its effect

Heat map



Synergistic application of XAI methods
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Why use multiply XAI methods

1. Complementary Insights: 

--- diverse forms of interpretation provide a more comprehensive understanding

2. Validation of Explanations

---consistent explanations across different XAI methods increase confidence

3. Robustness to Method-Specific Assumptions

---reduce the risk of depending on a single method that may harbor biases or blind spots

Purpose of our studies

1. Understand the relationship and key drivers

2. Model validation and trust

---physical consistency. Or even improve model

3. Assess XAI methods

     --- which XAI method is better or more suitable for a specific case



1. Interpretations by XAI at a site
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Site location 

A toolbox named ExplainAI in python is provided with examples of hydrometeorology.



1. Interpretations by XAI at a site
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Predicted and observed soil moisture (2003-2005)

Model performance
Metrics Values

MAE 1.078

MSE 3.365

RMSE 0.036

R2 0.975

Feature Importance

The most important 
ones are lagged soil 
moisture and lagged 
precipitation

Three stages of the effect 
of soil temperature on 
SM：
• I：below -2℃，snow 

begins to melt
• II：around 0℃，

with ongoing melting
• III：above 0℃，

where postmelting, the
soil dries out When  soil temperature is high, it has negative effect

recent lagged soil moisture exerts a more substantial effect

ALE SHAP



2. Interpretations of soil moisture drought by XAI
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30 FLUXNET sites

for forest and grassland



2. Interpretations of soil moisture drought by XAI
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Model performance
RF model with R2 0.6~0.95

Forest: soil temperature and DOY has lager effect

Permutation importance
VPD>TS(soil T)>DAY (Day of all years)>DOY

SHAP for extreme droughts
Grassland: Latent heat and VPD has lager effect



3. Interpretations of spatial-temporal predictions by XAI
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Region: China

Data： ERA5-Land

Model:  Conv-LSTM

XAI: PI, SG(smooth 
gradient )

SG is the best XAI in correctly reflecting the relationships among the six:

SG, Saliency map (SA), square gradient (SqG), VarGrad (VG), integrated gradients (GI), gradient input (GI)



3. Interpretations of spatial-temporal predictions by XAI
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Model performance

Permutation importance

G
ra

d
ie

n
t

Normalized precipitation

Precipitation (P)
• higher values correspo

nded to a more substa
ntial gradient effect, ali
gning with physical exp
ectations

• drier soils exhibited a l
esser influence

Gradient vs P



3. Interpretations of spatial-temporal predictions by XAI
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Gradients of six regions

• drier regions exhibit 
more pronounced 
seasonality in gradient 
patterns

• wetter regions 
displayed higher 
gradient values



XAI for Soil Organic Carbon: 
The Role of Carbon Fluxes 

1
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Scientific questions

(1)What degree of variation in SOC levels can be expected in 

China from 2021 to 2100 under multiple Shared 

Socioeconomic Pathways (SSPs)? 

(2) What is the relative contribution of carbon fluxes to changes 

in SOC compared to the effect of climate change and land use 

change?

 (3) How will carbon fluxes shape the trajectory of SOC in the 

future?
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Methods

profile records

Covariates rasters

Climate, Carbon flux

Land use, Relief

Extract data to 

generate regression 

matrix
Buil Random Forest Model

Predict SOC

Attribution analysis

Sensitivity analysis and two XAI 

methods: Random Forest Importance 

(RFI) and Shapley Additive 

Explanations (SHAP)

Step 1: A Random Forest model for SOC for spatial-temporal prediction is established using DSM.

Step 2: covariates for different periods are introduced to predict the SOC distributions at different 

times.

Step 3: An attribution analysis is conducted to explore how these variables influence the changes in 

SOC.

Step 1

Step 2

Step 3
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Results-Changes of SOC in future

• In terms of total quantity, SOC shows 

an upward trend in the future.

• The differences between different 

ESMs data are quite obvious.

• In SSP370, the total amount of SOC 

rises more significantly.

• Most part of  China increase, but 

Northwest decrease 
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Analysis by XAI

As time changes, temperature and GPP 

have shown a reversal in contribution.

GPP of summer (GPP_S2)

Two Thresholds

A critical zone for 

the reversal effect

Reversal:3 gC m-2d-1

Plateaus:7 gC m-2d-1

located around 

400 mm annual 

precipitation line

Shapley value

Temperature, DEM and GPP are the most important
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